
ImageFlowNet:

Forecasting Multiscale Image-Level Trajectories of Disease Progression 

with Irregularly-Sampled Longitudinal Medical Images

Krishnaswamy Lab, Yale University

Presenter: Chen Liu



CUTS

50th IEEE International Conference on Acoustics, Speech, and Signal Processing (ICASSP 2025)

Track: Machine Learning in Signal Processing



ImageFlowNetWhat are we doing?

Predicting the progression of diseases in the image space



ImageFlowNetLongitudinal Medical Images

Temporal Sparsity
Unlike videos (many frames per 

second), these longitudinal images are 

separated by weeks, months or years.

Sampling Irregularity
Irregularly sampled over time for the 

same patient, and different sampling 

schedules among patients. 

Spatial Misalignment

Almost never spatially aligned.

Repeated scanning of the same patient over time



ImageFlowNetWhy Interpolate on Image-Level?



ImageFlowNetPreliminaries

Neural ODE

Parameterize the continuous dynamics of hidden 

units using an ordinary differential equation (ODE) 

specified by a neural network.

Chen, R. T., Rubanova, Y., Bettencourt, J., & Duvenaud, D. K. (2018). Neural Ordinary Differential 
Equations. Advances in neural information processing systems, 31.



ImageFlowNetPreliminaries

Neural SDE

Deterministic term

Stochastic term

Kidger, P., Foster, J., Li, X., & Lyons, T. J. (2021). Neural SDEs as Infinite-Dimensional GANs.
International conference on machine learning (pp. 5453-5463). PMLR.



ImageFlowNetPreprocessing



ImageFlowNetMethods (1/3)

ImageFlowNet predicts future image from earlier image and time gap.



ImageFlowNetMethods (2/3)

Latent features extracted by UNet are flowed with ODE or SDE.



ImageFlowNetMethods (3/3)

The flowed latent features are collected to construct the future image.



ImageFlowNetOptimization objective

Loss components affect different modules.



ImageFlowNetOptimization objective



ImageFlowNetImageFlowNet

Flowed latent features are collected hierarchically to form an image.



ImageFlowNetImageFlowNet

NOTE: We used a novel ODE formulation,

     which we call a position-parameterized ODE. 



ImageFlowNetImageFlowNet

Change of variable to make the comparison more obvious.



ImageFlowNetImageFlowNet

Why the position-parameterized ODE?



ImageFlowNetImageFlowNet

Why the position-parameterized ODE?



ImageFlowNetTheoretical Results (1/2)

Equivalent Expressiveness of our ODE and standard ODE.



ImageFlowNetTheoretical Results (2/2)

Connection between ImageFlowNet and dynamic optimal transport.



ImageFlowNetEmpirical Results (1/3)

Future Image Forecasting



ImageFlowNetEmpirical Results (1/3)



ImageFlowNetEmpirical Results (1/3)



ImageFlowNetEmpirical Results (2/3)

Latent Space Regularization



ImageFlowNetEmpirical Results (3/3)

Test-Time Optimization

(Using the entire history to locally fine-tune the vector field)



ImageFlowNetAblation
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